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Abstract: Learning navigation in dynamic open-world environments is an im-
portant yet challenging skill for robots. Most previous methods rely on precise
localization and mapping or learn from expensive real-world demonstrations. In
this paper, we propose the Navigation Diffusion Policy (NavDP), an end-to-end
framework trained solely in simulation and can zero-shot transfer to different em-
bodiments in diverse real-world environments. The key ingredient of NavDP’s
network is the combination of diffusion-based trajectory generation and a critic
function for trajectory selection, which are conditioned on only local observation
tokens encoded from a shared policy transformer. Given the privileged informa-
tion of the global environment in simulation, we scale up the demonstrations of
good quality to train the diffusion policy and formulate the critic value function
targets with contrastive negative samples. Our demonstration generation approach
achieves about 2,500 trajectories/GPU per day, 20× more efficient than real-world
data collection, and results in a large-scale navigation dataset with 363.2km trajec-
tories across 1244 scenes. Trained with this simulation dataset, NavDP achieves
state-of-the-art performance and consistently outstanding generalization capabil-
ity on quadruped, wheeled, and humanoid robots in diverse indoor and outdoor
environments. In addition, we present a preliminary attempt at using Gaussian
Splatting to make in-domain real-to-sim fine-tuning to further bridge the sim-to-
real gap. Experiments show that adding such real-to-sim data can improve the
success rate by 30% without hurting its generalization capability.

1 Introduction
Navigation in dynamic open-world is a fundamental yet challenging skill for robots. For pursuing
embodied intelligent generalists, the navigation system is expected to be capable of zero-shot gen-
eralizing across different embodiment and unstructured scenes. However, the traditional modular-
based methods suffer from system latency and compounding errors which limits their performance,
while the scarcity of high-quality data limits the scale-up training and performance of learning-based
methods. Although several studies try to address this problem by collecting robot trajectories in the
real world [1, 2, 3], the scaling process is still time-consuming and expensive.

In contrast, simulation data is diverse and scalable. With large-scale 3D digital replica scenes avail-
able [4, 5, 6, 7, 8], we can efficiently generate customized infinite navigation trajectories with dif-
ferent types of observations and goals. Furthermore, with the increasing diversity of 3D assets and
rapid progress of neural rendering algorithms, the long-standing sim-to-real gap problem can also be
alleviated shortly. For learning a generalized navigation policy, imitation learning methods [9, 10]
typically train the policy with demonstration trajectories but lack interaction and negative feedback
from the environment. RL-based methods [11, 12] fully depend on interaction and reward function,
but are often limited in learning efficiency.

In this paper, we propose a new end-to-end transformer-based framework to combine the advantages
of these two streams, Navigation Diffusion Policy (NavDP), which achieves zero-shot sim-to-real
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Figure 1: NavDP is solely trained with simulation trajectories but can achieve zero-shot sim-to-real
transfer to different types of robots. By learning from the prioritized knowledge in the simulation
data, NavDP adaptively selects a safe navigation routes towards the goal without any maps.

policy transfer and cross-embodiment generalization with only simulation data. The NavDP network
includes two stages at inference for trajectory generation and selection. It takes RGB-D images
with navigation goal as input and fuses the encoded tokens with a policy transformer for diffusion-
based trajectory generation. Further, the encoding of generated trajectories with RGB-D observation
tokens are further fused with a shared policy transformer, where a critic head is then used to select a
goal-agnostic safe navigation trajectory. This framework can fully take advantages of the privileged
information in the simulation from two aspects: On the one hand, the trajectory generation head
can be trained under the guidance from global-optimal planner within simulation environments. On
the other hand, the critic function can learn spatial understanding from negative trajectories with the
global Euclidean Signed Distance Field (ESDF) in simulation as a fine-grained guidance.

Our simulation navigation data generation approach achieves about 2,500 trajectories/GPU per day,
20× more efficient than real-world data collection, and results in a large-scale navigation dataset
with 363.2km trajectories over 1244 scenes. Trained with this dataset, NavDP achieves zero-shot
generalization capability on quadruped, wheeled, and humanoid robots in diverse indoor and out-
door environments and outperforms previous methods consistently in variant scenarios. In addition,
given the observed sim-to-real gap in visual observations, we leverage the latest Gaussian Splatting
approaches [13] to achieve the real-to-sim reconstruction and provide a more photorealistic environ-
ment for training and evaluation. With a preliminary attempt at building a real-to-sim lab, we make
a study on training the policy with the combination of diverse simulation samples and real-to-sim
samples. Our experiments show that adding 27% real-to-sim samples can improve the success rate
in the target scene by 30% without hurting its generalization capability. The real-to-sim evalua-
tion platform also shows its consistency with real-world evaluation, making it a promising pathway
towards efficient and faithful benchmarking for navigation in the future.

2 Related Works
Robot Diffusion Policy. Advanced generative models have shown great potential in capturing mul-
timodal distribution of robot policy learning. The diffusion policy [14] was the first to introduce
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the diffusion process into manipulation tasks, sparking numerous efforts to enhance its capabilities.
These enhancements span various aspects, including state representations [15, 16, 17, 18], inference
speed [19, 20], and deployment across diverse robot applications [21, 22, 23, 24, 10]. However,
as diffusion policies operate within an offline imitation learning framework, achieving strong real-
world performance often depends on real-world teleoperation datasets, which are labor-intensive
and challenging to scale. In contrast, our approach develops robot policies entirely from scalable
simulation datasets. To enhance generalization and ensure safety during sim-to-real transfer, we
introduce a critic function to estimate the safety of policy outputs. This mechanism leverages priori-
tized simulation data to enable the diffusion policy to better understand the consequences of actions,
improving both safety and performance.

End-to-End Visual Navigation Models. Recent end-to-end visual navigation models have demon-
strated significant potential in cross-embodiment adaptation and multi-task generalization [25, 26,
10, 27, 28, 29, 30, 11, 31, 32]. These approaches tackle navigation challenges at various levels of ab-
straction. Vision-Language-Action (VLA) models [30, 11, 31, 32, 33] offer flexibility by leveraging
language instructions for task specification. In contrast, end-to-end navigation path planning mod-
els excel in cross-embodiment generalization and demonstrate superior adaptability with real-time
inference in open-world environments [25, 26, 10]. In this paper, we focus on developing efficient
end-to-end cross-embodiment navigation path planning models and our proposed method supports
multiple types of input prompts, which can seamlessly attach to the VLA model and compensate for
the VLA large models inference latency for the dynamic real-world scenarios.

Real-to-Sim for Sim-to-Real Transfer. Advances in 3D reconstruction [34, 35, 36, 37] have en-
abled the recovery of high-fidelity visual and physical properties of real-world environments within
simulations, alleviating data scarcity for sim-to-real transfer in trained robot policies. The real-to-
sim-to-real pipeline has proven effective in tasks like cable manipulation [38, 39]. For instance, Ri-
alTo [40] demonstrates that reinforcement learning (RL) in real-to-sim reconstructed scenes can sig-
nificantly enhance real-world robot performance in manipulation tasks. Similarly, IKER [41] utilizes
the real-to-sim-to-real pipeline to improve skill diversity with vision-language model (VLM)-guided
reward functions, while ACDC [42] enhances policy generalization through randomized scene con-
figurations in reconstructed environments. To the best of our knowledge, we are the first to adopt
the real-to-sim-to-real pipeline for navigation tasks. And we demonstrate that pre-training on large-
scale simulation datasets, augmented with a small amount of real-to-sim generated trajectories, can
effectively bridge the embodiment gap and enhance the real-world performance.

3 Data Generation

We introduce the navigation data generation pipeline in this part, which composes of 1) robot model
in simulation, 2) trajectory generation with global maps, 3) scene assets and simulation platform.

Robot Model. We build the robot as a cylindrical rigid body with two-wheel differential drive model
for cross-embodiment generalizability. The navigation safe radius of the robots is set to rb = 0.25m.
To imitate the variation of the observation views of cross-embodiment robots, we assume one RGB-
D camera is installed on the top of the robot and the height of the robot hb is randomized in the range
(0.25m, 1.25m). Therefore, the objects that are higher than the camera configuration height will not
be consider as obstacles for navigation trajectory planning process. To ensure the local navigable
area remains visible within the field of view, the camera’s pitch angle is randomized in the range
(−30◦, 0◦), depending on the robot’s height. The horizontal field of view (HFOV) and vertical field
of view (VFOV) of camera are set to (69◦, 42◦), same as the RealSense D435i camera.

Trajectory Generation. To generate collision-free robot navigation trajectories, we first convert the
scene meshes into a voxel map with a voxel size of 0.05m to estimate the Euclidean Signed Distance
Field (ESDF) of the navigable areas. Navigable areas are defined as voxel elements with z-axis coor-
dinates below the threshold hnav, while obstacle areas are defined as voxel elements with z-axis coor-
dinates exceeding the threshold hobs. The thresholds hnav and hobs vary across scenes and depend on
the robot height hb. Voxels with distance values lower than the robot radius rb are truncated to pre-
vent collisions. The ESDF map of the navigable area is downsampled to 0.2m resolution to facilitate
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efficient A* path planning. Navigation start and target points are selected randomly on the navigable
area, and the A* algorithm generates a planned path τ∗ = [(x0, y0), (x1, y1), (x2, y2), . . . , (xk, yk)].
For each waypoint (xn, yn), a greedy search is performed in a local area of the original ESDF map
to refine the position by maximizing the distance to nearby obstacles. This refinement process shifts
waypoints further from obstacles. Finally, the refined waypoints are smoothed into a continuous
navigation trajectory using cubic spline interpolation. Examples of the generated trajectories and
global ESDF are shown in Appendix.

Scene Assets and Simulation. Following the pipeline described in the previous section, we can
generate a large-scale dataset of robot navigation trajectories and corresponding camera movements
across diverse scenes. To collect intermediate visual sensing data, we utilize BlenderProc [43] to
render photorealistic RGB and depth images. The global poses of the cameras and robot base are
stored as the navigation action labels. We collect navigation trajectories from over 1200 scenes
selected from 3D-Front [6] and Matterport3D [4]. For each scene, we sample 100 pairs of starting
points and destinations. In total, our dataset comprises over 56,000 trajectories and 10 million
rendered RGB-D images, covering more than 360 kilometers of navigation distance. To increase
the dataset diversity, we introduce texture randomization on the walls, floors and doors as well
as light randomization during the rendering process. A detailed comparison of dataset scales is
shown in Table 1. Our navigation dataset, generated through a highly efficient scripted pipeline and
simulation framework which generates the data at the speed of 2.5k trajectories/GPU per day, thus
significantly surpasses real-world teleoperated navigation datasets in scale.

Dataset Scene Distance(Km) Trajectory(K) Images.(M) Collection Method

SCAND [2] 604 40 0.6 0.10 teleop

Go-Stanford [1] 27 16.7 3.7 0.17 teleop

HuRoN [3] 5 58.7 2.9 0.24 scripted

AMR [9] 54 - 500 7.5 scripted

NavDP(Ours) 1244 363.2 56 10 scripted

Table 1: Statistics of navigation datasets. Our efficient data generation pipeline enables a largest and
most diverse navigation dataset.

4 Navigation Diffusion Policy
Our proposed NavDP consist of a diffusion head to capture the multi-modal distribution of navi-
gation trajectories and a critic value function to select an optimal trajectory for safety. Details are
illustrated in this section. Overview of the NavDP policy architecture is shown in Figure 2.

4.1 Model Architecture

Multi-modal Encoder. NavDP processes single-frame RGB-D images and navigation goals as
input. To mitigate the sim-to-real gap in depth perception, depth values are clipped to (0.1m, 3.0m)
for both training and inference. Depth data is encoded via a scratch Vision Transformer (ViT) [44],
while RGB observations utilize a pretrained DepthAnything [45] ViT encoder, both producing 256
patch tokens. A transformer decoder compresses these 512 RGB-D tokens into 16 fused tokens. The
system supports four zero-labeling-cost navigation goal types: (1) Point goal: relative coordinates
on the 2D navigable plane; (2) Image goal: RGB observations from target locations; (3) Trajectory
goal: preferred navigation trajectory projected onto the first-person view; (4) No goal: No specific
goal is provided. The agent should try to roam in the environment without collision. Each goal type
is encoded into a distinct token, which along with RGB-D fused tokens and a trajectory token forms
the core input for downstream processing. Notably, all goal types can be automatically derived
from raw navigation trajectories without manual annotation. The role of the trajectory token will be
elaborated in subsequent sections.

Generative Diffusion Policy. Our diffusion policy head generates 24-step future waypoints by
predicting a sequences of relative pose change (∆x,∆y,∆ω). NavDP employs the conditional U-
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Figure 2: NavDP processes a single RGB-D observation frame along with a navigation goal. The
inputs are tokenized and processed through a unified transformer architecture to generate navigation
trajectories or evaluate corresponding trajectory values. A safe trajectory is then selected based on
these values for execution by the robot.

Net [46] and DDPM scheduler [47] for the denoising process. To construct the conditional context
for trajectory generation, we utilize a two-layer transformer encoder to process the input tokens. The
input tokens are ordered as follows: The first 16 indices correspond to the RGB-D perception tokens
and the next 3 tokens are used to represent the navigation goals and the final index is reserved as a
placeholder for trajectory token. During the waypoints generation process, as no prior knowledge
of trajectories is available, the policy transformer encoder does not attend to the trajectory token.
To prevent training interference among multiple tasks, only one of the three tokens is attended to
by the policy transformer layers, depending on the specific navigation task. No-goal navigation task
attends neither of these 3 tokens. Finally, the fused tokens from the policy transformer at specific
indices are provided as a global condition to the conditional U-Net for trajectory generation.

Critic Function. The diffusion policy is capable of generating multiple navigation trajectories. And
constantly random selecting one trajectory may lead to collision because of the compounding pre-
diction errors in the sequential decision-making problem. But in the real-world, ensuring the robot
safety is of paramount importance. To address this, we propose a critic function that can universally
evaluate the safety of any navigation trajectory without depending on any goals. The critic function
head shares the same policy transformer weights and the RGB-D tokens as the diffusion policy head,
but it does not attend to the tokens at the goal indexes. The trajectory token takes the last index. Tra-
jectory token is encoded with 1D convolutional network. During inference, the generated batch of
trajectories will be selected based on the predicted critic scores.

4.2 Model Training

Training Diffusion Policy with Multi-modal Goals. Both the navigation policy head and the critic
head are trained using simulation data. To enhance data diversity during training, we augment the
dataset by randomly sampling the trajectory’s starting and ending points, using these sub-trajectories
as the basic unit for policy training. The labeled actions are defined as the relative poses of inter-
mediate frames with respect to the starting point. Consequently, the endpoint pose serves as the
point goal, the corresponding RGB image captured at the endpoint defines the image goal, and the
trajectory projected back onto the first-person view images forms the trajectory goal. Additionally,
by masking out the goal information, we can treat the task as a no-goal scenario. These four task
types collectively form a multi-task training objective for the diffusion policy head prediction. By
adjusting the input mask of the policy transformer, the diffusion policy head receives varying con-
ditions for action sequence generation. The mean squared error (MSE) loss between the predicted
noise ϵmθ under the four conditions and the label noise ϵmk is used for backpropagation. Here, m
represents the task index, and k denotes the denoising steps.

Lact =
∑

m=0,1,2,3

MSE(ϵmk , ϵmθ (x0 + ϵmk , k)) (1)
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Training Critic Function with the Global ESDF. We aim to build a critic function that distin-
guishes between safe and dangerous trajectories. However, the trajectories in the dataset consist
entirely of perfect, collision-free actions, which are insufficient to form such knowledge. To address
this, we apply simple yet effective data augmentation techniques. For each sub-trajectory used to
train the diffusion policy head, we apply a random rotation to the original path. Denote the original
path as τi and the rotated path as τ ri . We then randomly sample a weight β from the range (0, 1), and
the augmented trajectory is an interpolation between τi and τ ri , expressed as τ̂i = (1−β) ·τi+β ·τ ri .
During training, the augmented trajectory τ̂i is encoded and fed into the policy transformer for critic
value prediction. Since the global ESDP map is available in the simulation dataset, it is straight-
forward to compute the distance to obstacles for each waypoint on the predicted trajectory. Denote
the distance to the obstacle at the k-th waypoint on the augmented trajectory as dkτ̂ . The critic value
labels are then calculated as follows:

V (τ̂) = −
T∑

k=0

I(dkτ̂ < dsafe) + α

T−1∑
k=0

(dk+1
τ̂ − dkτ̂ ) (2)

We prefer the trajectory with more waypoints far from obstacles or own the trend of moving further
from the obstacles. T is the trajectory prediction length, dsafe is a safe distance threshold and α is
a re-weight hyperparameter. In default, the dsafe is set to 0.5m, and α is set to 0.1. Thus, the loss
for the critic function is:

Lcritic = MSE(V (τ̂), Vθ(I,D, τ̂)) (3)

5 Experiments
5.1 Evaluation and Metrics

We build the navigation evaluation benchmark based on IsaacSim which offers high-quality sim-
ulation of physics and reflects the potential sim-to-real gap in robot dynamics. Three functional
scenarios (Hospital, Office, Warehouse) and three robot platforms (ClearPath Dingo, Unitree Go2,
Galaxea R1) are considered for a comprehensive cross-embodiment generalization study. For evalu-
ating the potential visual domain gap for sim-to-real transfer, we also build three real-to-sim scenes
for evaluation. Details about evaluation scenarios is introduced in the Appendix. Two fundamental
navigation tasks are considered in the evaluation: no-goal and point-goal navigation. In the no-goal
task, we evaluate the safety and consistency of the navigation policy, thus two metrics Episode
Time and Explored Areas are considered. Once collision occurs, the episode terminates and the
maximum episode time is set to 120 seconds. In the point-goal task, we evaluate the path-planning
accuracy and efficiency of the policy, thus two metrics Success Rate and SPL are considered. The
episode is considered success if the robot arrives the area within a distance to goal lower than 1m
and maintains a linear speed lower than 0.5m/s. For both tasks, we randomize the robot’s spawn po-
sition across 100 different coordinates in each scene. For the point goal navigation task, we sample
a point goal within the range of 3m to 15m from the spawn point.

NoGoal Sim Scene Real-to-Sim Scene

Dingo Unitree-Go2 Galaxea-R1 Dingo Unitree-Go2 Galaxea-R1

Methods Time(↑) Area(↑) Time(↑) Area(↑) Time(↑) Area(↑) Time(↑) Area(↑) Time(↑) Area(↑) Time(↑) Area(↑)

GNM [25] 41.7 61.8 23.9 34.9 35.8 66.5 - - - - - -

ViNT [26] 33.1 38.4 21.6 37.7 24.6 61.3 - - - - - -

NoMad (Finetune) [10] 43.7 79.4 32.7 36.6 33.3 93.8 - - - - -

NoMad (Pretrain) [10] 61.5 119.2 18.2 36.9 20.1 57.9 33.5 60.2 20.5 58.7 22.3 49.6

Ours 104.5 280.2 95.8 359.1 98.9 300.4 88.1 90.4 76.5 102.6 70.2 95.7

Table 2: We use the no-goal task to evaluate the exploration task performance across recent learning-
based navigation methods. We find it difficult for prior works to generalize to the environments with
large domain gaps in visual conditions. However, our approach, with the privileged map guidance
and the training of the critic value function, can safely operate in diverse environments.
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PointGoal Sim Scene Real-to-Sim Scene

Dingo Unitree-Go2 Galaxea-R1 Dingo Unitree-Go2 Galaxea-R1

Methods mSR(↑) mSPL(↑) SR(↑) SPL(↑) SR(↑) SPL SR(↑) SPL(↑) SR(↑) SPL(↑) SR(↑) SPL(↑) SR(↑) SPL(↑)

PointNav [48] 22.1 16.6 44.6 36.5 14.6 6.3 7.0 6.9 - - - - - -

EgoPlanner [49] 64.7 54.6 85.6 66.4 53.3 48.6 55.3 48.8 - - - - - -

iPlanner [27] 48.2 40.7 72.6 59.3 72.0 62.8 0.0 0.0 - - - - - -

ViPlanner [28] 65.6 55.4 78.0 58.8 80.0 67.9 62.0 47.2 70.0 65.8 55.6 52.8 48.3 40.1

Ours 70.4 58.6 81.3 62.3 83.0 61.8 75.0 50.2 66.0 63.5 52.6 51.7 64.6 62.1

Table 3: We compare our NavDP with recent learning-based navigation approaches as well as a
planning-based method. We discover that the prior learning-based method generalize poorly across
different robot platform. And planning-based method suffers from imperfect trajectory-following
error as well as mapping error.

5.2 Experiment Analysis

In this part, we try to answer the following questions with both quantitative and qualitative exper-
iment results: Q1: How well does our proposed NavDP generalize across different robot plat-
forms? Q2: Which component contributes most to the superior performance of the NavDP?
Q3: Does the NavDP be able to achieve zero-shot sim-to-real transfer across different scenes?
Q4: Does the long-standing challenge of the sim-to-real transfer can be alleviated by the real-to-
sim reconstruction? Q5: What are the advantages of our NavDP over planning-based methods?

For Q1, we compare our NavDP with a variety of baseline methods for both navigation tasks. The
baseline method includes both learning-based approaches [25, 26, 10, 27, 28] and planning-based
approaches [49]. Details of baseline methods are introduced in Appendix. As shown in Table 2,
in the no-goal navigation task, prior methods generalize poorly on different embodiments com-
pared with NavDP. We empirically analyze the evaluation episodes and conclude two main reasons:
Firstly, the prior diffusion-based approach (NoMaD [10]) cannot perform test-time trajectory selec-
tion with only local information as ours. As the diffusion policy models a distribution of the expert
demonstration, the variance of the generated results introduce compounding errors during the deci-
sion process, which limits the safety. Secondly, our model efficiently utilizes the foundation model
for perception, which accelerate the learning of downstream navigation task. This is concluded from
the performance of the fine-tuning version of NoMad. Even if learning with RGB-D dataset same
as NavDP, the NoMad cannot achieve satisfied performance across different embodiments. In the
point-goal navigation task, prior RL-based approach trained in Habitat cannot generalize well with
realistic robot motion, and only achieves 20% success. iPlanner performs well in Dingo and Go2
platform, but always fail to stop at the target location with Galaxea robot. Although ViPlanner can
deal with cross-embodiment navigation task, but our NavDP achieves the best performance.

For Q2, we conduct detailed ablation studies on the the critic function and training task numbers. We
found that the critic function is important as both auxiliary loss function for training and test-time
selection for inference. This is concluded from the left sub-figure in Figure 4. Without training the
critic value, the point-nav performance is worse than the policy only without critic inference. And
the no-goal task training objectives is of most important for the overall collision avoidance behavior,
as shown in the middle sub-figure in Figure 4.

For Q3, we deploy our trained NavDP policy without any fine-tuning on three real robots, which
are Unitree Go2, Galaxea R1 and Unitree G1. We test our policy on both indoor and outdoor
scenarios with dynamic pedestrain interference. Our policy can consistently generates and selects a
safe navigation trajectory on different scenarios as shown in Figure 3. Although observation views,
camera field of views, varying light conditions, the existence of motion blur dramatically make
the observation images different from the training dataset, NavDP can still generalize well. More
illustration demos can be found in the accompanying video.

For Q4, we reconstruct a real-world laboratory scene with Gaussian-Splatting and generate a small
proportion of in-domain navigation data (∼4k trajectories) following the same pipeline in Section
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Figure 3: Trajectory visualization of on different robots. We project the predicted trajectories back
to the image space and colorize them according to the corresponding critic values. The bluer trajec-
tories indicate higher risk, whereas the redder trajectories represent safer paths.

Figure 4: Ablation results for the NavDP. The left figure illustrate the entire NavDP network can
benefit from critic function from test-time selection and training objectives. The middle illustrate
the influence of using different tasks for training. The right illustrates the policy performance on
both real-to-sim scenes and real-world scenes with respect to different data proportion.

3. We train the NavDP network with different proportion of the in-domain data. We control the
proportion by fix the amount of simulation data and copy the real-to-sim data at different scale.
We find that with a small proportion of in-domain data, the success rate in real-world evaluation
increases from 50% to 80%, and from 45% to 65% in real-to-sim evaluation. But with a larger
proportion of the real-to-sim data, the performance drops slightly. This hints that a real-to-sim
reconstruction do improve the sim-to-real policy transfer, but a trade-off between diverse sim data
and in-domain real-to-sim data should be carefully tuned.

For Q5, we evaluate the performance of a planning-based method - EgoPlanner [49] in the simu-
lation point-goal navigation benchmark. We found it performs well on the wheeled robots, but can
be easily stuck on the qrudruped robots. The reasons can be divided into two folds: The quadruped
robot is driven by a locomotion policy trained with RL, the response of trajectory-following often
delays and cause compounding erros. The camera of the Go2 robot often heads down and cap-
tures a restricted view for map updates, this influences the quality of planning trajectory. Further,
our end-to-end policy can achieve real-time inference (>10Hz) with a GeForce RTX 5080 laptop,
which enables fast collision avoidance in dynamic scenarios (shown in the accompanying video).
The robot can operate at a maximum speed at 2.0m/s. And high-speed dynamic obstacle avoidance
and navigation is quite challenging for the traditional map-based planning methods.

6 Conclusion
In this paper, we introduce a novel navigation diffusion policy (NavDP) that leverages a large-scale
simulated navigation dataset and privileged simulation information to train a cross-embodiment sim-
to-real navigation policy. The policy demonstrates efficient inference speed which enables path-
planning and collision-avoidance ability under both static and dynamic scenarios. Three key ingre-
dients contributes to the NavDP performance. The first is the critic function which serve as both
training objective and test-time sample selection. The second is the use of multi-task training objec-
tives. The third is the complementary usage of real-to-sim datasets.
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Limitations
Our proposed NavDP has several limitations, which guide our future works: Firstly, the current ver-
sion of NavDP doesn’t support language instruction as a navigation goal, which limits the interaction
ability between humans and robots. To that end, we will try to introduce additional vision-language
navigation datasets and support NavDP training. Secondly, the current version of NavDP doesn’t
explicitly include embodiment encoding as network input. This makes accurate collision avoidance
in a rather cluttered environment difficult. The policy may lead the camera to actively avoid the
obstacles, but leave the body behind and cause a collision. Thirdly, our NavDP policy generates
trajectory-level actions, which still depend on an extra locomotion policy for trajectory following.
The decoupling of locomotion and navigation policy works well on the condition that a navigable
path exists within the 2D plane. But in extremely complex scenarios where a navigable path only
exists in the 3-D space, an end-to-end policy that can directly map the raw observations into joint
control and distinguish the most affordable path. Building such a generalizable agile navigation
policy will be one most important research topics for us in the future.
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Appendix
Large-Scale Navigation Dataset in Simulation. To build a generalized navigation policy that
can achieve zero-shot transfer in real-world scenarios, how to increase quality and diversity of the
training dataset is one most important problem for mitigating the sim-to-real gap. To that end, we
scale up the navigation trajectory dataset with both synthetic scene data and real-world scan scene
data and introduce multiple domain randomization techniques. The main data source for synthetic
scene data is 3D-Front, and we filter 1,176 scenes for data generation. The main data source for
real-world scene data is Matterport3D, and we filter 68 scenes for data generation. Our pipeline
supports domain randomization techniques includes light randomization, texture randomization and
observation view randomization. Examples are shown in Figure 5. Our dataset supports cross-
embodiment policy learning from two aspects: (1) The observation views varies when rendering the
first-person-view images, this can mimic the captured images variance on different robot platforms.
(2) The path-planning results depend on the observation view, for example, the taller robot is not
allowed walk under the table, while a shorter robot can. This makes the policy formulates different
navigation preference with respect to the observed images.

Texture Randomization View Randomization Photorealistic RenderingLight Randomization

ESDF-based Path Planning

Figure 5: Examples of our simulation navigation dataset. Our dataset generation pipeline supports
texture randomization, view randomization, light randomization and provide photorealistic render-
ing with BlenderProc.
Inference process of NavDP. During the inference, we convert the NavDP prediction trajectory
into a feasible linear speed and angular speed as a unified action space for different robots. This is
achieved by multiplying the middle point on the predicted trajectory with a proportional coefficient.
Although this simple way cannot guarantee the robot strictly follows the predicted path, the robot
can instantly adjust the path according to RGB-D frames as feedback, making it easy to deploy on
different robot platforms. To get the best navigation trajectory, our methods follows a two-stage
inference process. Firstly, based on the navigation goal and RGB-D frames, the NavDP generates
a batch of trajectories with the diffusion policy head. Secondly, the NavDP critic function assign
scores for each trajectory by receiving the trajectories and the same RGB-D frame, not conditioned
on any navigation goal.

Evaluation Benchmark. For the evaluation with simulation scenes, we refer to three high-quality
reconstructed scenes included in the IsaacSim (Hospital, Office and Warehouse). All scenes own
realistic room layouts and rendering results. For the real-world evaluation, we place different type
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of obstacles and compose three real-world scenarios as shown in Figure 6. We test each type robots
with 20 episodes with different spawn points and report the metrics shown in Figure 4. For building
a replica of the real-world scenarios, we first remove the obstacles and reconstruct the background
with Scaffold-GS [36], and then capture first-person-view images for each real-world obstacles and
reconstruct the 3-D structure with Trellis [50]. We manually adjust the reconstructed 3-D assets into
the GS scene. And this real-to-sim scenes are used as additional evaluation platforms.

b) The Real-to-Sim Evaluation Benchmark

c) In-domain Real-World Evaluation Benchmark

a) The Sim Evaluation Benchmark

Figure 6: Visualization of the navigation evaluation benchmark. Simulation evaluation, Real-to-Sim
evaluation as well as Real-world evaluation are conducted in this work.

Baseline Methods. In the no-goal navigation task, we evaluate three cross-embodiment navigation
methods (GNM [25], ViNT [26], NoMad [10]) trained with real-world navigation trajectories. For
the former two methods (GNM and ViNT), as they do not naturally support no-goal task, we use
our dataset to fine-tune the network with introducing the goal masking technique same as NoMad.
The fine-tuned weights are used to report the metrics. For the NoMad method, one version directly
uses the pre-trained weights for no-goal task deployment and the metrics are reported as NoMad
(pretrain). As all three are RGB-only methods, for a fair comparision, we introduce another baseline
- NoMad (finetune), which adds a depth-branch and use our simulation data for fine-tuning. The
depth branch encodes a single frame of depth image with efficient-net and all the tokens are fused
with the subsequent transformer layers. The depth branch enables better performance on Go2 and
Galaxea platform, but still achieves worse performance than ours. For the point-goal navigation
task, we evaluated a discrete PointNav policy trained with Habitat-Sim, a mapping-based method
EgoPlanner and two recent learning-based sim-to-real approaches, iPlanner [27], ViPlanner [28]. To
make the discrete PointNav policy works in our continuous evaluation benchmark, we directly map
the discrete action output into a pre-defined linear and angular speed. We find that the temporal shift
in the continuous settings can dramatically interrupt the pre-trained RNN-based prediction results,
and leading to large performance gap as in the Habitat platform. For the mapping-based EgoPlanner,
we restrict the valid depth sensing range are (0m, 10m), and assume there are no localization errors.
Therefore, on the Dingo wheeled robots, with an open-view and idea trajectory-following, the Ego-
Planner achieves the best performance. But on the Galaxea-R1 and Unitree-Go2 platforms, with a
delay response for trajectory-following and a heading down view, the performance decreases greatly.
As for the iPlanner and ViPlanner, we directly use the pretrained weights to report the metrics.
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